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Abstract— Recently, the large scale use of expertise has a significant impact on the worldwide health care sector.  In social network, the number of 
users is spending their time for sharing communication and distributes content simply along with other users. When social networking sites distribute the 
essential reason of online communication and message, detailed objectives and outline of usage differ extensively across diverse services. By using 
data mining techniques the most important knowledge is extracted from the social network which is attracted tremendously in the field of biomedical and 
health informatics community. The several methods are suggested such as link prediction, hierarchical clustering and subgraph detection techniques to 
handle the health care data in social networks. However, the preceding research methods are issue with long time computation, inaccurate results and 
inefficiency. To overcome the above mentioned problems, we enhance a framework to analyze the forum reviews more effectively. This framework is 
focused on the analysis sentiments of positive, negative, neutral, side effects of treatment and recognizes posts, likes and comments of user’s forum. 
The proposed work is identifying the user communities and influential users based on their opinions of cancer treatment. We introduced a self organizing 
map (SOP) for analyzing the word frequency from the user’s forum posts, likes and comments. This research work is used network based modelling 
method to model the user’s forum communications and improved the stability quality measure. It is used to discover the consumer opinions and recog-
nize influential users within the retrieved modules by using information derived from both word-frequency data and network-based properties. The exper-
imental results concluded that the proposed system is better than the existing system in terms of effective performances. 

 

Index Terms— : Big data, Data mining, Semantic web, Social network, Opinion mining. 
  

——————————      —————————— 

1 INTRODUCTION                                                                     

Big data analytics is a development area along with the pro-
spective to produce useful insight in healthcare segment. A 
collection of massive and complex datasets are complicated to 
process by using general database management tools. The 
healthcare industry traditionally has caused huge amounts of 
data, driven through record keeping, observance and authori-
tarian requirements, and patient care [1]. Data mining tech-
niques also can be used in large big data applications to pro-
vide fast and accurate results. In medicinal science there is 
great scope for data mining applications. Analysis of health 
care, patient profiling and history creation are the few exam-
ples. Mammography is the technique used in breast cancer 
discovery. Radiologists face lot of complexities in tumors 
recognition and CAM (Computer Aided Methods) could as-
sists to the medical staff. 
In social network, the large volume of information is present-
ed and extracted those information using data mining tech-
niques. The social media provides various usages in several 

fields such as health care, fraud detection, medical science and 
banking. In the application of biomedical and healthcare, min-

ing information from social network is producing number of 
advantages about the technology, updates of present infor-
mation in the medical field [2]. Social media is providing cer-
tain opportunities for patients to discuss their experiences 
with drugs and devices. Social media activates a virtual net-
working environment and modeling social media using avail-
able network modeling as well as computational tool is one 
way of mining knowledge.Social networks allow individuals   
to switch over information on behalf of themselves or of others 
on such subjects such as the knowledge of bodily symptoms, 
medical analysis and treatment options, difficult treatment 
effects, sources of remedial evidence, familiarity along with 
individual providers and sentiments about their quality. This 
knowledge is also shared more widely via websites, web fo-
rums, blogs and web-based social networksmission. 
 
2 RELATED WORKS 
Katherine Faust et.al [3] discussed the limitations in helpful of 
a triad census for learning similarities between local structural 
properties of social networks. The experiential base for this 
scenario is a collection of 51 social networks computing di-
verse relational contents such as companionship, recommen-
dation, agonistic encounters, success in fights and dominance 
relations, amongst a mixture of groups. It discussed about the 
size, data and density in the social networks. It produced the 
experimental results for low dimensional dataset and not suit-
able for high dimensional dataset. 
Erwan Le Martelot et.al [4] suggested greedy approach to de-
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tect the multi scale community group. Community detection is 
gained more attention in recent years and the proposed work 
is used greedy method to assess stability as an optimization 
criterion. It used the Markov time as resolution parameter 
which is sued to increase the accuracy in the real world net-
work data analysis. The technique is tested against different 
networks and evaluated to five relevant community discovery 
algorithms.  
David Liben Nowel et.al [5] discussed the link prediction 
problem for social networks. Link prediction is used to solve 
the evolution of social network by using important features. 
This research work analyzes the proximity of modes in the 
network based on measures. Ben Tasker et.al [6] discussed link 
prediction in relational dataset. It is focused on the prediction 
of available links amongst entities in the given domain. The 
paper proposed the method named as relational markov net-
work to compute the joint probabilistic model on the total link 
graph. It consists of links, entity and attributes. This approach 
is increasing the classification accuracy by using relational 
markov network method.  
Darcy Davis et.al [7] proposed a novel probabilistic weighted 
extension framework for heterogeneous information networks. 
Link prediction should model the influences among heteroge-
neous relations and differentiate the configuration mecha-
nisms of every link type, a task which is ahead of the simple 
topological features frequently used to score potential links in 
social networks. This scenario is used the supervised methods 
to improve the system performance but however it produced 
the loss of information which is caused through the data trans-
formation.  
Jan Noessner et.al [8] discussed leveraging terminological 
structure for object reconciliation. It improves the semantic 
similarity measure for linked data. The proposed framework 
permits to merge lexical-a-priori similarities among instances 
along with the terminological information encoded in this sce-
nario. Jun Huan et.al [9] presented efficient mining of frequent 
subgraph in the presence of isomorphism. A novel frequent 
subgraph is introduced in this research to improve the mining 
efficiency. It is focused on the reduction of number of redun-
dant candidates and increased the substantial performance.  
Purnamrita Sarkar et.al [10] proposed two aspects of social 
network modelling in this research scenario. Initially this ap-
proach generalizes a static model of relations to a dynamic 
model that accounts for friendships drifting over time. Then it 
demonstrates how to construct it good to find out such models 
from data when the number of entities n gets large. By using 
suitable kernel functions the similarity value is increased. 
Jorge Aranda et.al [11] discussed online social network based 
recommendation system. This scenario used data from user to 
user relationships and the problem is addressed in this ap-
proach is privacy concept. It shared more useful information 
to make a clear decision in the large networks. However above 
mentioned researches have issue with time complexity, inac-

curate information, scalability and inefficiency. To overcome 
all those problems, the proposed work is developed.  
Altug Akay et.al [12] proposed network based modelling to 
improve the healthcare sector using social network infor-
mation. This research proposed self-organizing map to evalu-
ate correlations among user’s posts, positive, negative and 
neutral opinions. Then this approach builds the model users 
and their posts. It is used to search more effectively for poten-
tial levels in the social network. It discovers dense modules by 
using a partition stability quality measure. Also it determines 
the optimal network separation and develops the retrieved 
modules along with word occurrence information from mod-
ule-contained user’s posts to obtain local and global measures 
of user’s opinion. 

3 PROPOSED WORK 

The proposed work introduced SOM approach is used to 
mapping the positive or negative opinion on the drug based 
on the user posts. Initially we have to preprocess the dataset 
and perform the stemming as well as stop words. 
3.1. Preprocessing and text mining 
The main purpose of preprocessing step is to improve the 
classification performance in the specified dataset. The pre-
processing step consist of tokenize, stop words and stemming 
in this module. This is used to improve the discovering con-
sumer opinion and higher health informatics.  
Initially uploaded the data into the first component then the 
data is processed in the second component (‘practice docu-
ments to data’) by using numerous subcomponents (‘mine 
content’, ‘tokenize’, ‘change cases’, ‘filter stop words’, ‘filter 
tokens,’ respectively) that removed overload noise (misspelled 
words and ordinary stop words) to guarantee a consistent set 
of variables that can be calculated. The last component (‘pro-
cessed information’) enclosed the final word list along with 
every word containing a specific TF-IDF score.We then as-
signed weights for each of the words found in the user post. 
  
3.2 Cataloging and tagging text data 
This approach is used to add a positive tag on negative words 
and it used the NLTK toolkit for the investigation, and catego-
rization of words to match their accurate meanings within the 
related settings. For instance, the context must be measured in 
phrases such as ‘I do not feel great’ so that the term ‘great’ will 
be sufficiently tagged as a negative one (in our case it is tagged 
as ‘great_n’ before it is revisited to its detailed location). A sen-
tence that states ‘No side effects so I am happy!’ resulted in the 
word ‘No’ being tagged as ‘No_p’ (reflecting its positive con-
text) before it is revisited to its particular location. These 
tagged words are therefore reclassified depends on the context 
of the post. Then it decreased the number of similar words, 
both manually (examining the words by using online diction-
aries such as Merriam-Webster (http://www.merriam-
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webster.com/), and automatically (synonym database software 
such as the Thesaurus Synonym Database 
(http://www.language-databases.com/) and Google’s synonym 
search finder. 
 
3.3 Consumer sentiment using SOM 
All posts are manually labeled based on the universal user 
opinion examined in the post as positive, neutral and negative 
before feeding the composed data for investigative analysis by 
self-organizing maps (SOM). The manual labeling permitted 
to use this as a technique of results justification. SOMs are 
neural networks that create low-dimensional illustration of 
high-dimensional data. Within this social network, a layer sig-
nifies output space along with each neuron allocated a specific 
weight. The weight values reflect in the cluster and SOM mon-
itors the information to the social network, carrying collective-
ly similar data weights to similar neurons. 
While new records are fed into the network, the neighboring 
weights matching the data change to reflect the new data. This 
procedure continues until records are no longer fed, resultant 
in a two-dimensional map. The SOM toolbox utilized and fed 
with first wordlist TF-IDF vectors. The intention is to evaluate 
the survival of clusters in the records and how the SOM 
weights of these clusters will correlate to positive and negative 
estimations. The SOM is trained by using different map sizes, 
by using quantization and topographic errors as validation 
procedures. The previous is the outcome of the average dis-
tance among each input and its excellent matching neuron and 
to calculate how the trained map fits into the input data. The 
final uses the configuration of the map to protect its topology 
through representing its accuracy.  
3.4. Modeling forum postings using network analysis 
In this module, we use network analysis for modeling forum 
postings. Determining influential users is important process 
and to achieve the objective, this approach construct networks 
from forum posts and their replies, when accounting for con-
tent-based grouping of posts resulting from the existing forum 
threads. Networks are composed of nodes and their relations 
and they are nondirectional (a link among two nodes without 
a direction) and directional (a link with an origin and an end). 
The nodal degree of the final measures the number of relations 
from the origin to the target.  
The network-based analysis is extensively utilized in social 
network analysis depends on its capability to both model and 
examine intersocial dynamics. We developed a directional 
network model due to multiple threads along with multiple 
thread initiators and its internal dynamics between the mem-
bers reply to thread initiators as well as to other users. 
3.5 Identifying subgroups 
By using modeling structure, it is easy to identify the sub-
groups. This modeling frame has accordingly transformed the 
forum posts into numerous directional networks consist a 
number of closely associated units. These modules have the 

feature that they are more solidly linked internally than exter-
nally. It decides a multiscale technique that utilizes local and 
global criterion to recognize the modules, when increasing a 
separation quality measure named stability. The stability 
measure assumes the network as a Markov chain along with 
nodes representing states and edges being probable transitions 
between these states. 
The method is transition probabilities for a random walk of 
length t (t being the Markov time) allow multiscale analysis. 
Along with rising scale t and superior modules are found.  
The stability of a walk of length t can be expressed as 

 
where 𝐴𝑡 is the adjacency matrix, t is the length of the net-
work, m is the number of edges, i and j are nodes, di is node i’s 
(and j’s) strength, and δ (i,j) function becomes one if one of the 
nodes belong to the same network and zero if it does not be-
long to any network. At is computed as follows (in order to 
account for the random walk): 𝐴𝑡 = D · 𝑀𝑡 , where M = 𝐷−1 · A 
(D being the diagonal matrix containing the degree vector giv-
ing for each node its degree). The method for identifying the 
optimal modules is based on alternating local and global crite-
ria that expand modules by adding neighbor nodes, reassign-
ing nodes to different modules, and significantly overlapping 
modules until no further optimization is feasible. 
3.6. Module average opinion and user average opinion 
The proposed approach is to organize the module average 
opinions and user average opinions more proficiently. To pro-
cess the data modules by feeding them with the information 
gained from the forum posts. In a primary step, it is targeted 
at recognizing influential users within the networks. Influen-
tial users are users which broker most of the information 
transfer within network modules and whose opinion in terms 
of positive or negative sentiment towards the treatment is 
‘spread’ to the other users within their containing modules. 
The TF-IDF scores from the wordlist of positive and negative 
words and refer table 1 are used to build two forms of meas-
urement. The global measure (pertaining to the whole infor-
mation module) is represented by the module average opinion 
(MAO). It examined the TF-IDF scores of postings matching 
the nodes in a specific module.  
MAO =𝑠𝑢𝑚+−𝑠𝑢𝑚−

𝑠𝑢𝑚𝑎𝑙𝑙
 

𝑠𝑠𝑠+=∑∑𝑥𝑖,𝑗 is the total sum of the TF-IDF scores matching 
the positive words in the wordlist vectors within the module. 
The units i represent post index. The unit j represents the 
wordlist index (matching the positive words in the list). 
𝑠𝑠𝑠− = ∑∑𝑥𝑖,𝑗is the total sum of the TF-IDF scores matching 
the negative words in the wordlist vectors within the module. 
The units i represent post index. The unit j represents the 
wordlist index (matching the negative words in the list). 
𝑠𝑠𝑠𝑎𝑙𝑙=∑ ∑ 𝑥𝑖𝑘𝑀

𝑘=1
𝑁
𝑖=1  is the sum of both of the aforementioned 
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sums. The unit k is the index running across variables 
throughout the entire wordlist. 
The local measure that illustrates specific user opinion to each 
node in the module (the user average opinion, or UAO) that 
examines the TF-IDF scores to the average of the collected 
posts of the user is the following: 

 
𝑠𝑠𝑠𝑖+ = ∑ 𝑥𝑖𝑗𝑗∈𝑃  is the TF-IDF score’s sum matching to posi-
tive words for the ith user’s wordlist vector. P is the index set 
denoting the wordlist’s positive variables. 𝑠𝑠𝑠𝑖− = ∑ 𝑥𝑖𝑗𝑗∈𝑁  is 
the TF-IDF score’s sum matching to negative words for the i-th 
user’s wordlist vector. N is the index set denoting the word-
list’s negative variables. 
𝑠𝑠𝑠𝑎𝑙𝑙 = ∑ 𝑥𝑖𝑗𝑀

𝑗=1  is the total of both sums, and j is the index of 
the whole wordlist. 
3.7  EVALUATION RESULT 
In this section the existing and the proposed scheme are ana-
lyzed by the experimental conclusions. The methods are com-
pared by the metrics such as precision, recall, f-measure and 
classification accuracy.   
Precision 
The precision is calculated as follows: 
Precision = True positive /  True positive+ False positive  
Precision is defined as a computation of correctness or quality, 
whereas recall is a computation of completeness or quantity. 
And, high precision indicates that the approaches returned 
significantly more relevant results than irrelevant. 

 
Figure 1. Comparison of Precision 

Figure 1 shows the comparison of the existing and the pro-
posed methods based on the precision metric. In x axis the 
methods are plotted and in y axis the precision ratio is plotted 

from 0 to 1. The existing method shown lower precision value 
as 0.85 and the proposed method shown the higher precision 
values as 0.94. The experimental result concluded that the 
proposed method provides better precision value than the 
existing method. 
Recall 
The calculation of the recall value is done as follows: 
 
Recall = True positive / True positive  
 
Recall is described as the number of relevant docu-
ments recovered through a search divided by the total number 
of accessible relevant documents. Recall is as the number of 
true positives divided by the total number of elements that 
essentially belong to the positive class (i.e. the sum of true pos-
itives and false negatives, which are items which were not la-
beled as belonging to the positive class but should have been). 

  
Figure 2. Comparison of Recall 

Figure 2 shows the comparison of the existing and the pro-
posed methods based on the recall metric. In x axis the meth-
ods are plotted and in y axis the recall ratio is plotted from 0 to 
1. The existing method has shown lower recall value as 0.76 
and the proposed method has shown the higher recall values 
as 0.85. The experimental result concluded that the proposed 
method provides better recall value than the existing method. 
F-measure 
A measure that combines precision and recall is the harmonic 
mean of precision and recall, the traditional F-measure or bal-
anced F-score: 
F = 𝑃𝑃𝑃𝑃𝑃𝑠𝑃𝑃𝑃.𝑅𝑃𝑃𝑅𝑅𝑅 / 𝑃𝑃𝑃𝑃𝑃𝑠𝑃𝑃𝑃+ 𝑅𝑃𝑃𝑅𝑅𝑅 
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Figure 3. Comparison of F-measure 

Figure 3 shows the comparison of the existing and the pro-
posed methods based on the F-measure metric. In x axis the 
methods are plotted and in y axis the F-measure ratio is plot-
ted from 0 to 1. The existing method has shown lower F-
measure value as 0.81 and the proposed method has shown 
the higher F-measure values as 0.82. The experimental result 
concluded that the proposed method provides better F-
measure value than the existing method. 
Accuracy 
The accuracy is the proportion of true results (both true posi-
tives and true negatives) among the total number of cases ex-
amined.  
Accuracy can be calculated from formula given as follows 
 
Accuracy = True positive +  True negative / True positive +
 True negative + False positive +  False negative 
 
An accuracy of 100% means that the measured values are ex-
actly the same as the given values.  
 

 
Figure 4. Comparison of Accuracy 

Figure 5 shows the comparison of the existing and the pro-
posed methods based on the accuracy metric. In x axis the 
methods are plotted and in y axis the accuracy value is plotted 
from 0 to 100. The existing method has shown lower accuracy 
value as 86 and the proposed method has shown the higher 
accuracy value as 93. The experimental result concluded that 
the proposed method provides better accuracy value than the 
existing method. 
4. CONCLUSION 
The proposed system introduces a new approach for analyz-
ing the sentiment analysis for lung cancer dataset in social 
networks. This scenario is able to examine positive and nega-
tive sentiment on lung cancer treatment using the drug by 
mapping the large dimensional data onto a lower dimensional 
space using the SOM. Many of the user data is grouped into 
the neighborhood of the map connected to positive opinion, 
therefore reflecting the universal positive analysis of the users. 
Consequent network based modeling of the forum capitulated 
interesting insights on the underlying information exchange 
among users. The powerfully communication users are recog-
nized by using a multi scale community discovery technique. 
Furthermore, we are able to recognize possible side effects 
constantly conversed through groups of users. Such an ap-
proach could be used to raise red flags in future clinical sur-
veillance operations as well as highlighting various other 
treatment related issues. The experimental results concluded 
that the proposed system is efficient in finding the symptoms 
and side effects of the drugs based on the data mining ap-
proach. 
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